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Introduction

We shall consider the problem of estimating the population mean for the
study variable y, using the stratified simple-random sampling assuming the variable
3; to be continuous and the population infinite. It-is easy to see that an unbiased
estimate of the population mean is given by

y=i Wuyu, (1.1)
/;=1

where Wu is the proportion of the population in hth (/; = 1, 2, . . . £) stratum and Vh
is the sample mean based onnu units drawn from that stratum so that

L

S "a=/7,
//=1

the total sample size.

The variance of the estimate y is given by

K(y)= % Wn^ (1-2)
. /2=1

aft® being the population Variance for y in the /;th stratum. Clearly the
variance in (1.2) depends on

(0 the number of strata, L,

(ii) the strata boundaries, and

(iii) the method ofallocating the sample to different strata.

In •this paper we shall consider the minimisation of this variance for the
optimum allocation method (taking the cost of observing j on any population unit,
irrespective of its size, as same) and obtain the optimum strata boundaries corres
ponding to this allocation method. The variance in (1.2) with optimum allocation
pf the sample to different strata reduces to
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F„(i/) =̂ ( 2 Wn^nJ (1-3)
The problem of determining the optimum strata boundaries (OSB) on the study
variable y by minimising the variance given in (1.3) was fir^t considered by Dalenius
(1950). He obtained a set of (L-1) equations, called minimal equations, solutions
to which gave the OSB for the L strata. Since the equations themselves involved
the various strata parameters, they could not be solved exactly. With no e:*:act
solutions available, several persons tried to solve them at least approximately.
Among all these workers, specially Dalenius and Gurney (1951), Mahalanobis
(1952), Hansen, Hurtwitz and Madow (1953), Aoyama (1954), Dalenius and Hodges
(1957), Ekman (1959) and Durbin (1959) are to be noted.

All the work referred to in the preceding paragraph was related to optimum
stratification on the study variable y. But in practice we never have the required
information on the study variable and the information is only available for some
highly correlated auxiliary variable,.v. It is thus desirable to develop the theory for
the optimum stratification on the auxiliary variable. Assuming the regression of y
on X as linear, Dalenius (1957) gave minimal equations, solutions to which gave
OSB on the auxiliary variable x. Neither exact nor approximate solutions to these
equations could be obtained until (1969) when Singh and Sukhatme considered the
problem in even more general form and gave various methods of finding approxi
mate solutions to the minimal equations. As in case of stratification on y, the
exactly OSB are not possible in this case.

We consider the two cases of stratification on the study variable and on the
auxiliary variables in sections 2 and 5 respectively. In section 3 are given different
methods of approximately solving the Dalenius (1950) equation while in section 4 an
investigation into the accuracy of these methods have been given.

2. Stratification on the study variable

If/0') denotes the density for y and [y,i] are the strata boundaries, then we

yji

I f{y)cly,
yn-i

yji

\^h= yfiy)dylWk,

yL
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and

yn

2_
<^h y'^f{y¥ylWn -V-n

yn-i

As mentioned earlier, to obtain the OSB the variance expression given in (1.3) is to
be minimised. • Minimisation of ^(y) is equivalent to the minimisation of

L

S Wn^u-
h=\

Thus on differentiating partially with respect to the upper boundary of
the Iith. stratum, we get the minimial equations as

dyh
(2.2)

where i=// f 1 and h=l, 2, . . L—I. The partial derivatives with respect to other
parameters are zero because they do not depend onyn.

and

It is easy to verify that

0 -{^Wh^h^=f{yh)
9>'ft

d

^2a,,

h^i

Using these expressions in (2.2), the minimal equations are obtained as

{yu- _ iyh—y-d^+^i^.
Oh , . "i

i^h + l,h=l,2, .

(2.3)

These equations are due to Dalenius (1950). Since the equations involve the strata
parameters which in turn are functions of the strata boundaries [i.e., the solutions
of the equations (2.3)], the exact solutions of these equations cannot be obtained.
It therefore, becomes essential to search for the approximate solutions ofthese
equations which give approximately optimum strata boundaries (AOSB) on the
study variable y. _

3. The AOSB

The names of various authors who have proposed methods of finding the
approximate solutions to the minimal equations (2.3) were given in section 1. The
methods suggested by them are given below. It may be noted that all these rules,
except the first, basically need the knowledge of the density f (y) ofthe variable y.
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3.1. Equalization of (yh—yh-i) '• This method was suggested by
Aoyama (1954). According to this rule AOSB are obtained by taking equal interval
on the range of the variable y, the number of intervals being equal to the number of
strata desired. As this rule does not depend on the density of the variable y, much
accuracy cannot be expected of it. Another drawback of the rule is that it can only
be applied to variables having finite range. This method, however, has certain other
desirable properties. First the knowledge of density function /(j). is not required
for determining AOSB, only the range of y should be known. Secondly this method
gives AOSB in variety of other cases also e.g. (i) when proportional allocation is
used in place of Neyman allocation, (ii) in case of simple random sampling, equal
intervals on the range of the auxihary variable x gives AOSB when stratification is
to be done on the scale of x, (Hi) v/hen sampling schemes like probability propor
tional to size (with replacement) and estimates like ratio, regression and product are
used to estimate the population total and the stratification is on the variable x.
(See Singh, 1967).

3.2. Equalization of Wur^h'- Dalenius and Gurney (1951) conjectured
that the formation of strata on the basis of equalization of Wh^j, and giving equal
allocation to the strata would lead to optimum stratification. The conjecture was
later proved by Dalehjus and Hodges (1957). This method is not simple as it
erquires the calculationVof a,, values for different sets or stratification points.

3.3. Equalization of strata totals :

Mahalanobis (1952) and Hansen, Hurtwitz and Madow (1953) suggested
that, for a given number of strata, a practical method of possible stratification is
to stratify the whole population such that the strata sums are' equal. The method
was not supported by any theoretical justification and later Kitagawa (1956) showed
that this method gave optimum stratification only for the populations in which the
strata coeflicients of variation were same for all possible stratifications

3.4. Equalization of cumulatives of •s/f (y)

Dalenius and Hodges (1957) proposed formation of strata by equalizing
the cumulative of y/fiy)- In obtaining this rule, it has been assumed that the dis
tribution of y isbounded and the number of strata is large. The first assumption is
generally valid in practice. Thus it is of interest to see how the rule works for small
values of L. It has been shown that for some continuous distributions the rule
gives a close approximation to the optimum strata boundaries eyen for L=2 or
3 (Dalenius and Hodges, 1959). The observation was later supported by Cochran
(1961) and Sethi (1963). Serfling (1968) has advocated its use even for the optimum
stratification on the auxiliary variable x when the correlation between y and x is
nearly perfect.
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3.5. Equalization of Wh(yh—yh-i)

Under certain regularity conditions on the density function/(j^) and for
a finite range of the variable y, it was shown by Ekman (1959) that the points [yn]
satisfying the equahties

Whiyh—yh-i)=Const. for /2=1,2, , L.

approximately satisfy the minimal equations (2"3). Certain modifications to the
above equalities were recommended for cases where the variable y has an infinite
range. With the strata so formed, the allocation of the sample to different strata
has to be equal. Numerical investigations show that the method works satisfactorily
even for values L=2 or 3 (Cochran 1961).

3.6. Equalization ofcumulative of[r(y) +-/ (y)\j2

Durbin (1959) proposed the equalization of the cumulative frequencies
of a distribution g(3'), which is mid way between the original distribution/(;;) and
the rectangular distribution r{y) over the range ( '̂o , yh). Thus r{y) is taken as
P{yi^)l (7l—>'o)and the AOSB are obtained by taking equal intervals on the
cumulative of the function

g(y)=^ {r{y)+f(y)^-

4. Relative Efficiency of Various Methods

Various authors [Ref. Cochran (1961), Des Raj (1964), Hess, Sethi and
Balkrishna (1966) and Sethumadhavi (1966)] have made empirical studies about the
relative efiiciency of the different stratification procedures mentioned in thepreceding
section. The rules (3.2), (3.4) and (3.5) are usually found to be more efficient than
the others. In this section the above observation is being supported theoretically.

Using the series expansions (Singh and Sukhatme, 1969) for Wa, and
aft about the upper and lower bounaries ofthe hih. stratum, the system of minimal
equations (2'3) is found to be equivalent to

Ku

--K< "l+

where and the function/and its derivatives are evaluated
at y=yh. ' -

In order to investigate into the relative efficiency ofvarious stratification
procedures, we shall simiiarly find their series expansions and compare with (4-1).
It is easily seen that the expansions corresponding to the rules (3.1) to (3.6) respec
tively are as given below.

(4.1)
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Kn^Ki,

Kn'~

(4.2)

(4.3)

^Ki

Ku

=Ki

Kn

=Ki

Kn

Ku

=Ki

480/^ ' '̂ OyKu)

"1+ £Lk,^ ^Aff"-25.r J,. I -^ 4y 480/^ Af+C/^Ai)

'i- f+TA-.a, I/"•<-2/'ft I
2/;., 6/»" ^'+0(».)

1-
4/ 24/2

2ff-f'2

24P

"l +J1 r I 8//'-3/'^
. + 4/ 967^

K,,'-]-0(Kn')

Ki'+om

(4-4)

(4.5)

(4.6)

_1- ij K,+ ^ KnHOm ] (4.7)
_^+if K, +̂ K^+om '

Since iKn~Ki)l(y^-y^)=o(^K„^)

Comparing the expansions for different rules with (4* 1) we find that the
expamjom for corresponding to rules (3.1), (3.3) and (3.6) agree in terms of 0«,)
wkle the expansions for the rales (3.2), (3.4) and (3.5) agree npto the terms 0(k'
and differ mterms of order 0(Ai-). The rules (3.2), (3.4) and (3.5) should, therefore
be more a«mg.vmg the AOSB as compared to the rules (3.1), (3.3) and (3.6).
This is also the observation made from different empirical studies.

j . • -

5. Stratification on the Auxiliary Variable

The problem of determining the OSB on the auxihary variable x has
been considered by Singh and Sukhatme (1969). Assuming the regression of
study variable j on the ^•ariabIe x to be ofthe form

y=c(x)+e. (5.1)

« ">= error term such-that E(e | x)-0 andV(e Ix)~<,(x)>0 forall *mthe range (o, 4) ofi with (6-a) <00. The functions
c(x) and cp(.Y) are assumed to be known. me luncuons
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Under this set up the minimal equations, solutions to which give the OSB
on the scale of x, are found to be

V
'^9

(5.2)

i=h+l,h=l,2, L-1.

where [inc, and are respectively the expected, values ofc(x), cp(:c)
and the variance of c(x) in hth stratum.

If

g(t):=9'̂ (O+49 (t)c'̂ it)
{fWf (5.3)

then under certain regularity conditions it has been shown that the approxi
mate solutions to the minimal equations (5.2) are given by the solutions of the
system of equations

Xh

g(t)f{t)dt==const., h=-l, 2,..., L.
x^-i

(5.4)

where Kh'̂ 'Xj^ x^-i and f{x) is now the density function of x. In deriving
the system of equations (5.4) the terms oforder 0 (m^, m= sup (/T;,), have been

neglected: It has also been shown that ifwe have a function Q(x^-i, x,,) such
tii^t

Q (Xn-„ Xn)=Ku'' 1 -I 0(ii:,2) (5.5)
Xh-l

....the approximate solutions, to the minimal equations (5.2) can with thesame degree of accuracy as involved in (5.4), also be obtained by solving the system
of equations

Q ixh-x, :<;A)=Const., 2,..., L. (5.6)

By making use of this. property various methods of finding AOSB on the
scale of Xhave been proposed. One of these methods is caUed cum. •^g(x)f{x)
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rule. According to this rule AOSB are obtained by taking equal intervals on the
cumulative of \/g{x)/(x). Numerical investigation shows that the AOSB so
obtained give quite close approximation to the OSB.

6. Some further remarks

The problem of minimising the variance of the stratified simple random
sampling estimate of the population mean for the fixed total cost has been consi
dered by Ekman (1959, 1960). The cost of observing a unit is taken to be a
function of the y value for tliaTHiirL ^Assumirig Ihe knowledge of/(j), the approxi
mate solutions to. the minimal equations were obtained under certain regularity
conditions. Four methods of finding AOSB have be?n given.

(ii) An alternative approach to tackle the problem of optimum stratification
was tried by Sethi (1963). In place of finding approximations to OSB by solving
some suitably chosen system of equations (other than the minimal equations), he
thought of preparing ready made tables for giving stratification points for certain
standard frequency distributions. In practice the actual distribution is to be replaced
by some suitable standard distribution and the OSB corresponding to it are to be
used.

(iii) So far we have discussed the problem of finding OSB for the case of
stratified simple random sampling. The various methods mentioned in the preceding
sections fail to give AOSB if one decides to change either the selection procedure
within each stratum or the method of estimation. Singh (1967) has considered the.
problem, of finding OSB when either the PPSWR scheme is used for the selection
of the sample within each stratum or the ratio, regression or product methods of
estimation are used. Various methods of finding AOSB have been given, and
their asymptotic properties discussed.

7. Summary

The determination of optimum strata boundaries for the optimum allocation
method has been discussed in great detail.
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